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Abstract—Tongue shape reconstruction based on safe and
convenient measurement techniques is of great interest for speech
research and speech therapy. Two potentially useful and related
measurement techniques for this purpose are electropalatography
(EPG) and optopalatography (OPG). While EPG measures the
time-varying contact pattern between the hard palate and the
tongue, OPG measures distances between the two. Here, we
examined the potential of EPG, OPG, and their combination
for predicting the whole tongue contour using a multiple linear
regression model. The model was trained and tested with tongue
shapes and virtual sensor data obtained from Magnetic Resonance
Images of sustained articulations of two speakers. When the model
was trained and tested with the same speaker, the error of tongue
contour reconstruction was significantly lower for predictions
based on OPG data than for predictions based on EPG data. When
the model was trained with one speaker and tested with the other,
the error pattern was less consistent and the overall error was
higher. Hence, especially OPG is well suited for tongue contour
prediction, but an adaptation method is needed to transfer the
model to a new speaker.

Index  Terms—Electropalatography, magnetic resonance

imaging, multiple linear regression, optopalatography.

I. INTRODUCTION

ONGUE shape reconstruction from sensor data is of great

interest for applications in speech research and speech
therapy. It can be used, for example, to provide visual articula-
tory feedback for patients with speech disorders (e.g., [1], [2])
or to drive articulatory models for speech synthesis (e.g., [3]).
There are many methods to obtain data related to the shape of
the tongue, e.g., ultrasonography (US), electromagnetic articu-
lography (EMA), cineradiography, X-ray microbeam, magnetic
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resonance imaging (MRI), electropalatography (EPG), and
optopalatography (OPG) [4]. Each method has specific limi-
tations with respect to temporal and spatial resolution of the
data, safety, usability, and cost. Cineradiography is rarely used
to study speech production anymore because of the harmful
radiation. While US, EMA, X-ray microbeam, EPG, and OPG
have a high temporal resolution (e.g., 100 Hz), the spatial
detail they provide is limited. For example, EMA provides the
position of only a few flesh points on the tongue surface, and
EPG provides only the pattern of contact between the tongue
and the hard palate. MRI, on the other hand, can provide very
detailed images of the tongue, but needs long acquisition times.

However, many applications would benefit from articulatory
data with both a high temporal resolution and spatial detail. To
achieve this, predictive models can be created to map low-di-
mensional sensor data with a high temporal resolution to spa-
tially detailed tongue shapes. Along this line, multiple studies
analyzed the prediction of the tongue contour as obtained by US
or X-ray measurements from the position of a few points on the
tongue surface as measured by EMA [5]-[9]. However, X-ray
is harmful, and US does often not capture the complete tongue
contour due to a limited measurement angle of the probe. Fur-
thermore, EMA measurements are rather inconvenient for the
subject and hence impractical as input to the predictive model
in clinical use, for example.

In the present study, we analyzed the potential of EPG and
OPG for tongue contour reconstruction, building on the pre-
vious pilot study [10]. These techniques are safe, convenient,
and rather cheap, and EPG is established in many speech therapy
clinics [11]. Both methods are similar in that the subject has to
wear an artificial palate fitted to the shape of his hard palate.
This artificial palate is equipped with a grid of electrodes to de-
tect contact between the tongue and the palate for EPG [11],
and with multiple optical sensors to measure distances from the
palate to the tongue surface for OPG [12]-[15]. Figs. 1(a) and
(b) show examples of an EPG and an OPG palate, respectively.
The EPG palate has 62 contact sensors distributed on its sur-
face, and the OPG palate contains five distance sensors directed
towards the tongue. Fig. 2 illustrates the kind of data provided
by EPG and OPG, i.e., a binary pattern of palatolingual contact
and five measures of distance from the palate to the tongue sur-
face. While the distance patterns directly translate to individual
points on the anterior tongue, the contact patterns provide only
indirect information about the tongue shape. However, it is plau-
sible to assume that EPG patterns and tongue shapes are strongly
related. The aim of this study was to explore to what extent
a multiple linear regression model can predict the whole con-
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Fig. 1. (a) Typical Reading-type EPG palate with 62 contact sensors. (b) OPG palate with five optical distance sensors along the midline, mounted on a flexible
circuit board. (c) Possible combination of OPG and EPG with both distance and contact sensors (contact sensors shown on one palate side only).

tour of the tongue from these contact or distance patterns, and
whether the prediction would benefit from combining EPG and
OPG data. A method for combining EPG and OPG measure-
ments is currently under development in our group [16], [17]
and a sketch of the new artificial palate is shown in Fig. 1(c).

To train and test the predictive models, we analyzed 3D
MRI corpora of the vocal tract of sustained phonemes of two
speakers, from which we extracted the tongue contours and the
EPG and OPG patterns corresponding to the articulations. The
model performance was assessed for the case that the models
were trained and tested with the same speaker, and for the case
that they were trained with one speaker and tested with the
other.

II. METHOD

A. MRI Data

We used MRI corpora of two speakers. One corpus contained
3D scans of sustained phonemes of a male German speaker [18],
of which we used the vowels /a:, e, ii, 01, ul, €, 01, i, €, 0, &, a,
LY, 9, 5, e/ and the consonants /f, s, [, ¢, x, m, n, I/ (25 samples
in total). Each phoneme was recorded with 18 sagittal slices of
3.5 mm thickness, 512 x 512 pixels per slice, and a pixel size of
0.59 x 0.59 mm?. The acquisition took 21 s per phoneme. The
other corpus contained 3D scans of sustained articulations of a
male English speaker [19], of which we analyzed the vowels /I,
g, &, Db,AV,1,u,3,0Q,0,9, ¢/ and the consonants /f, 0, s, L m,
n, J, 1, x, 1, p, t/ (25 samples in total). Each 3D scan consisted of
26 sagittal slices of 4 mm thickness, 256 x 256 pixels per slice,
and a pixel size of 1.1 x 1.1 mm?. The average acquisition time
per phoneme was 20 s.

B. Measurements

For each sample (phoneme) in the two corpora, we deter-
mined (1) the midsagittal contour of the tongue, (2) the lin-
guopalatal contact pattern that would have been measured by
EPG, and (3) five distances between the hard palate and the
tongue that would have been measured by OPG.

In a first step, we traced the contours of the vocal tract in the
midsagittal slice of each sample as shown in Fig. 2(b). The ex-
amination of these contours indicated that the head orientation
was different for the two speakers during the scans, i.e, the head
was rotated further backwards for the German speaker than for

(b)

(@) anterior

posterior

Flﬁl)%ypical EPG pattern of the fricative /s/. Electrodes with tongue contact are
shown as grey boxes, and electrodes without contact as white boxes. (b) The
OPQG palate measures the distance from the sensors S1-S5 on the palate to the
tongue along the optical axes of the sensors (dashed lines).

(b) Optical
F distance
OPG palate  Sensors

Fig. 3. (a) A coronal slice in the region of the hard palate, from which the
state of one row of contact sensors of the virtual EPG palate was obtained.
(b) Measurement of the palatolingual distances based on a virtual OPG palate.
The tongue contour was represented by 20 equally spaced points.

the English speaker. Based on the contours of the hard and (max-
imally raised) soft palate, we determined an angle by which all
German samples were rotated to match the head orientation in
the English samples before further processing.

For each sample, the contour of the tongue was represented
by 20 points that were equally distributed between the tongue
tip and the hyoid in the midsagittal slice, as shown in Fig. 3(b).
The coordinates of the points were measured with respect to
the most posterior point of the hard palate. To obtain the OPG
data, five “virtual” distance sensors were equally distributed
along the hard palate contour. The optical axes of the sensors
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were assumed perpendicular to the palate contour, and the lin-
guopalatal distances were measured along these axes as illus-
trated in Fig. 3(b).

EPG data were obtained by analyzing the coronal MRI slices
at the positions of the eight electrode rows of a virtual Reading-
type EPG palate. The positions of the electrode rows were de-
fined according to the scheme in [11], i.e., the first row was lo-
cated at the anterior end of the EPG palate, the last row was lo-
cated at the posterior end of the EPG palate, and the remaining
rows were arranged so that the spacing between the front four
rows was about half that of the back four rows. The electrodes in
each row were positioned equally spaced along the palatal vault
from the left to the right gingival margin. Fig. 3a shows one of
the electrode rows in a coronal slice of the vowel /e:/. Contacted
electrodes were determined by visual inspection, yielding for
each sample a binary contact pattern as in Fig. 2a. Prior to their
use with the predictive models, we reduced the dimensionality
of the contact patterns. This was done for two reasons: (1) The
binary contact data in EPG patterns are highly correlated due
to the limited degrees of freedom of the tongue, and (2) the
number of available training samples is rather small. Nguyen
[20] showed that four low-frequency coefficients of the discrete
2D cosine transform of the EPG patterns represent most of the
essential information they contain and capture several character-
istics that are relevant from an articulatory point of view. There-
fore, these four coefficients were used here as compact repre-
sentation of the patterns for the prediction models. According
to [20], the four coefficients indicate (1) the scaled sum of the
activated electrodes in an EPG pattern, (2) the left-right asym-
metry in a pattern in terms of the difference in the number of ac-
tivated electrodes between the left and right sides of the palate,
(3) the arrangement of contacts along the front-back dimension,
and (4) whether there are more activated electrodes along the
lateral sides or along the median line.

C. Predictive Model

To predict the coordinates of the 20 points representing the
tongue contour in the midsagittal plane, we propose to use mul-
tiple linear regression. Hence, given a vector (¢ ¢o ...cx ) of
sensor data (OPG or EPG data), we assume that each point
(24, y;) of the tongue contour ( = 1...20), can be expressed
as

K

K
T; = ajo+ Z aj k- Ck and Y = bj.’() + Z bj,k cc (D)
k=1 k=1

witha; ;. and b; ,, being the parameters of the model. The param-
eters were estimated by fitting the model to the samples derived
from MRI in the least-squares sense.

We examined three settings with respect to the vector of
sensor data. In the first setting, the vector contained the K = 4
EPG indices, i.c., the tongue contour was predicted from the
contact patterns only. In the second setting, the vector con-
tained only the K' = 5 palatolingual distances as measured by
the optical sensors. In the last setting, the vectors of EPG and
OPG data were concatenated, yielding a vector with K = 9
elements.
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In settings two and three, the measurement d; of the most an-
terior distance sensor was weighted with the factor 1/(1 + d4),
with dy in cm, during training and testing. This was done be-
cause in some samples the tongue tip was behind the optical axis
of this distance sensor so that the sensor measured the distance
to the mouth floor instead of to the tongue tip. If we assume two
samples with nearly the same tongue shape, but with a more an-
terior tongue tip in one sample than in the other, d; could differ
considerably between the samples, because the anterior sensor
measures the distance to the tongue tip in one sample, and to
the floor of the mouth in the other sample. This is a non-linear
behaviour that may degrade the performance of linear predic-
tive models. To reduce this problem, the weighting of d; was
introduced to penalize high d; values, i.e, when the tongue tip
is behind the sensor axis, while low d values are still trusted.

D. Evaluation

The performance of the predictive models was assessed under
four conditions: (1) With leave-one-out cross-validation using
only the German samples, (2) with leave-one-out cross-valida-
tion using only the English samples, (3) training on all German
samples and testing on all English samples, and (4) training on
all English samples and testing on all German samples. For the
latter two inter-speaker evaluations, we implemented a method
to adapt the predicted contours to the respective other speaker by
compensating the differences in the shapes of the hard palates.
Assume that (9, yo) is a predicted tongue point, and that y¢,ain
and w4 are the vertical positions of the palate contours of the
training speaker and the test speaker at the horizontal position
zg. In this case, yy was adjusted to
—llwo —yteainll/T

y(/) = Yo + (ytest - ytrain) - e (2)
Hence, when the tongue was close to or touched the palate
(lyo — Ysrain|| — 0), the difference in palate shape was fully
compensated to correctly represent vocal tract closures or crit-
ical constrictions. For lower tongue positions, the compensa-
tion was exponentially reduced for smoother tongue shapes. The
value of the decay constant T' is not critical and was set to 4 cm.

To test a model with a given sample, the virtual sensor data of
the sample were used to predict a tongue contour that was then
compared with the measured tongue contour for the sample.
Therefore, for each of the 20 points defining the measured con-
tour, the closest Euclidian distance d; (: = 1...20) to the
predicted contour was calculated. The error was defined as the
mean value of these distances, i.e., (Z?il d;)/20.

III. RESULTS AND DISCUSSION

The results of this study are summarized in Figs. 4 and 5.
Fig. 4 shows that the prediction errors were generally lower for
the intra-speaker evaluations than for the inter-speaker evalu-
ations. For each training-test condition, two-tailed two-sample
paired Student’s t-tests to the 5% significance level were per-
formed to test whether the errors differed between the pairs of
settings. Bonferroni correction was applied to account for the
three tests per condition.
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Fig. 4. Error distributions of the predicted tongue contours for the dif-
ferent combinations of training and test samples (G = German speaker;
L = English speaker), separated by the setting (EPG, OPG, and combined
EPG and OPG). Each boxplot represents 25 samples. Mean values are written
below the box plots. Significant differences are indicated as follows: *
p < 0.05;" p <0.01; " p < 0.001.

For the intra-speaker conditions, the prediction errors based
on EPG data were significantly higher than the errors based on
OPG or combined EPG and OPG data. The reason is probably
that EPG provides no information about the tongue at all when it
does not touch the hard palate. In this case, the predicted tongue
shape is always the same albeit the real tongue shape may differ
substantially. In each of our corpora, there were actually five
samples without any EPG contact. OPG, on the other hand, can
discriminate tongue shapes even when there is no palatolingual
contact. The prediction errors based on combined EPG and OPG
data were not significantly different from that based on OPG
data only. Hence, either the additional information in the EPG
patterns is redundant or the number of training samples was too
low to allow the models to acquire sufficient generalization ca-
pabilities for the number of nine sensor variables in the third
setting. Hence, future studies should assess the model perfor-
mance with a higher number of MRI samples. For example, 64
training samples were required in the related study [5] to achieve
a minimum of the prediction error.

Under the two inter-speaker conditions, there was no consis-
tent relation between the prediction errors and the three settings.
The generally higher errors for these conditions indicate that a
more sophisticated method for speaker adaptation is necessary.
For future work, a linear transformation for speaker adaptation
as proposed in [7] might to be a good starting point.

Examples of measured and predicted contours in both cor-
pora based on OPG data are shown in Fig. 5. For each of the
two shown conditions (intra-speaker vs. inter-speaker), the test
samples with the lowest error (best examples), the median error
(typical examples), and the highest error (worst examples) are
presented. Apart from the worst case examples, we note that
the tongue contour in the oral cavity, where the actual OPG dis-
tances were measured, was reproduced quite well, even under
the inter-speaker condition, but was somewhat worse in the pha-
ryngeal region. The supplemental material contains a figure that
shows the prediction error individually for the 20 points that de-
fine the tongue contour. The error is clearly lower for points 1-10

Trained with German and
tested with English speaker

Trained and tested
with German speaker

N

Low schwa (Lehrer)
0.53 mm error

NI/ (hit)
2.02 mm error

Best examples

/n/ (Bahn)
2.33 mm error

/ul (hoot)
3.66 mm error ;

Typical examples

I (Aal)
4.74 mm error

Ir! (ring)
6.71 mm error

Worst examples

Fig. 5. Best, typical (median), and worst tongue contour predictions based on
OPG data for an intra-speaker and an inter-speaker condition. The predicted
contours are drawn as solid lines, and the measured contours as dashed lines.
The straight dashed lines indicate the optical axes of the distance sensors.

(oral region) than for points 11-20 (pharyngeal region). This in-
dicates that the shape of the posterior part of the tongue is not
completely predictable from the measured anterior part of the
tongue, but has more degrees of freedom. The English phoneme
/t/ was predicted with the highest error of all (when the model
was trained with the German speaker). The cause for this is not
only the need for better speaker adaptation and a larger sample
size for training, but also that the most anterior sensor measured
the distance to the floor of the mouth instead of to the tongue tip,
as discussed in Section II-C. In general, it remains an open ques-
tion whether the inter-speaker predictions are less successful be-
cause of the different languages of the corpora or because of the
different anatomy of the speakers.

Despite these limitations, the predicted contours appear
sufficiently realistic for animating tongue movements for visual
feedback in speech therapy, for example, especially when
we consider that the important anterior part of the tongue is
predicted more accurately than the posterior part. In contrast
to previous approaches to tongue contour prediction based on
EMA, the proposed methods EPG and OPG are more conve-
nient for repeated use by subjects or patients. Furthermore,
MRI-derived tongue contours are more detailed than previously
used US-derived contours, but larger MRI corpora are needed
for more training samples. The tongue shapes and the simulated
EPG/OPG patterns are available from www.vocaltractlab.de
(link to supplemental materials).
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